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A B S T R A C T   

Smart technology is increasingly integrated in our ethical decision making. This raises questions as to how we 
should morally program technology. Deciding on moral programming depends on the moral intensity of the 
ethical issue. A moral intensity dashboard for engineers can help allocate the most suitable moral authority for a 
particular moral programming. Technology is not capable of ‘doing’ ethics the way humans do. This leaves forms 
of consequentialism and deontology as the most reasonable programming alternatives, using deontic logic as a 
starting point. Furthermore, it is very likely that in the more complicated settings, technology should have el
ements of meta ethics in its moral programming to adequately deal with scenarios that lead to conflicts in moral 
programming. We propose to use the calculation methods that stem from a comparative approach or the Ex
pected Moral Value approach. All this has considerable consequences in how we should see moral programming 
in technology-driven ethical decision-making processes. We will therefore propose a roadmap for the moral 
programming of smart technology.   

1. Introduction 

Our society has transformed from an information society into a smart 
society [1]. Within a smart society, technology and humans are 
constantly and structurally connected. This connectedness appears in 
every aspect of life. After all, it isn’t just technology that is changing 
rapidly; it is the entire sociological system that is changing [2]. Artificial 
Intelligence, amongst others, operates as a catalyst for this change 
within all the domains in which people and smart technologies are 
interconnected [3]. This leads to a change in moral decision-making in 
which not only humans but also technology can be part of ethical 
decision-making (EDM) processes [4]. This results in new ethical chal
lenges: due to the ever-increasing complexity of smart technology, 
human interacting with this technology is not always aware of its nature 
(human or machine), as well as the moral authority and moral founda
tion of the ethics used in smart technology. 

The idea of smart technology that is able to make ethical decisions 
amazes and also frightens people [5]. In academic literature, the 
discourse on moral programming mostly focusses on laboratory-type, 
all-or-nothing and life-or-death situations in which mostly a program
mable choice between consequences or principles must be made (see for 
a notable example: [6]. The focus is on grandiose themes in which 
people’s lives are seriously affected by the ethical choices made by 
machines [7]. Examples are the warbot that has to make a decision when 

to shoot and who to shoot in a warzone [8], or the self-driving vehicle, 
that has to decide what to do in case of an imminent crash. Such ex
amples ignite the imagination, and due to their extreme outcomes are a 
fertile ground for a sharp ethical discourse. However, moral program
ming mostly results in more subtle consequences that are not a matter of 
‘life or death’ in nature. Current academic discourse on the more prac
tical complications of moral programming is scattered and mostly 
focusses on particular technological products that are used in various 
applied contexts. Their moral programming may have serious conse
quences for the user and/or society, such as the a self-driving vehicle 
discussed above [9], the sexbot (see for a discourse: [10], the carebot 
[11], or the domestic robot [12]. Furthermore, we see a rather scattered 
debate about particular issues that may relate to the consequences of 
moral programming. These include privacy issues concerning the usage 
of social media or the adoption of technology [13], or the impact on the 
consumer’s autonomy and privacy by marketing strategies using a high 
level of automated processes, including big data [14], the ethics of 
gamification [15], or the ethics of using techniques to replace human 
workers [16]. These debates have one thing in common: they focus on 
the morality of societal impact caused by smart technology, but not so 
much on how the ethics were programmed in the system causing these 
consequences. 

Moral programming implies an ethical decision-making (EDM) pro
cess in which smart technology is used in ethical decision making. There 
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is an abundance of literature that discusses EDM models in the context of 
human ethical decision making, especially in the context of business 
[17–20]. In these models, various stages of ethical decision making are 
proposed, as well as which factors influence the EDM process. This has 
led to a significant amount of research in which researchers attempted to 
validate these factors [21–24]. These EDM models are not easily applied 
in the context of moral programming, since they are about individual, 
human, decision-making, and not automated, programmed decision 
processes. 

Therefore, what is lacking so far is a more coherent discourse on 
ethics regarding the moral programming of smart technology that 
focusses on the more practical, everyday type of cases, and not so 
much the laboratory type, life-or-death situations. After all, we as
sume that the average individual will increasingly have to deal with 
for instance automated B2C processes in which ethics is programmed 
than being confronted with a warbot or a self-driving vehicle that has 
to choose between killing or injuring. Our goal is to develop a road
map for the moral programming of smart technology. Smart tech
nologies exist in many ways and forms. In this contribution, we focus 
on smart technology that is able to analyse and monitor a situation and 
interact with humans. We use the chatbot as a continuous example. 
The chatbot is one of the smart technologies that drives on artificial 
intelligence with which the individual is literally confronted the most 
[25]. In our journey towards a roadmap, we discuss several theoretical 
aspects regarding the ‘when?’, ‘who?’, ‘what?’ and ‘how?’ with 
respect to moral programming. To explain these theoretical aspects, 
we will talk about the fictive chatbot ‘Sylvia’. She is able to respond to 
questions of consumers and advise them on the products they can 
purchase. 

2. Moral problems 

A first matter we need to discuss is when we consider the program
ming of smart technology to be moral programming. For this, we need to 
distinguish between moral programming and the consequences of pro
gramming that may cause ethical issues. Using a carebot to help elderly 
people may cause a moral problem. For instance, it might ‘dehumanize’ 
the healthcare profession, and increase a sense of loneliness amongst the 
elderly when they are increasingly nursed by robots instead of humans 
[11]. These social consequences can undoubtedly lead to a moral 
debate. However, the value judgement that needs to be made here - e.g. 
what costs should society bear in order to guarantee sufficient human 
aspects in healthcare for elderly people?- is, in the end, done by human 
actors, and not by machines. In other words: the use of smart technology 
leads to a moral problem, but the technology is not per se programmed 
to solve this problem. In this contribution, we consider programming to 
be moral programming when technology is programmed to (partially) 
solve a moral problem. 

A second issue we need to discuss here is how we classify a moral 
problem. In academics, there has always been an intense debate 
regarding the existence [26] and nature of a moral problem [27]. As a 
result of this discourse, a variety of terms is used to address the situ
ation in which a person is unsure which moral action to pursue, such as 
a moral dilemma, a tough case, or a moral conflict. The existence and 
nature of such moral problems greatly depend on the level of abso
lutism someone accepts in normative ethics, and the level of compa
rability one assumes when more than one ethical theory offer solutions 
to a moral problem. When we assume that moral facts exist, and there 
is absolute truth to be found in morality, a moral problem cannot exist 
[28], and when we assume that moral theories are incomparable, a 
moral problem cannot be solved [29,30]. In this contribution, we 
prefer to use the more general term ‘moral problem’. We propose that 
–at least in the context of programmed ethics-moral problems do exist 
and can be solved, as will be discussed further below (in particular in 
section 4.2. in the context of normative ethics and 4.3 regarding the
ories in meta-ethics). 

2.1. A moral judgement 

A moral problem requires moral judgment in order to be solved. 
However, it becomes unclear what the required action should be in a 
given moral problem when there seems to be more than one available 
alternative, when all alternatives are morally right considered in light of 
the moral theory that proposes the solution, and only one action can be 
executed. 

Let us turn to our fictive chatbot Sylvia. A great deal of the 
communication between Sylvia and the customer she interacts with will 
be more about factual issues and not so much about value judgments. 
For instance, when a customer asks about the size of a bookshelf, the 
chatbot will use the factual information that is available and commu
nicate this accordingly. We can hardly say there is ethics involved here. 
From a moral perspective, things become challenging when Sylvia takes 
a decision in her relationship with the consumer that is clearly beyond 
facts. Imagine Sylvia is a chatbot used by a company that sells infant 
nutrition: the fictive chatbot Sylvia is designed to advise mothers on how 
to feed their infants when natural breastmilk needs to be complemented 
or replaced by infant formula, using all the available (scientific) 
knowledge in the field of infant nutrition. A mother could ask Sylvia for 
advice regarding the dilemma she is facing: her breasts produce too 
much milk so that the child almost chokes on the milk, pumping the milk 
and then feeding the child through a bottle is time-consuming and re
sults in a lack of sleep and a lot of stress, and infant formula solves the 
time and stress problem but is proven to be not as healthy for the child as 
breast milk. Now, imagine the company to which Sylvia ‘belongs’ wants 
their chatbot to give the best possible advice that contributes to building 
a reliable image of the company. Sylvia could, for example, give the 
advice to continue the breastfeeding, since this is simply the best 
nutrition for the child with long-term effects for its health. At the same 
time, it could, however, lead to significant stress and difficulties in a 
healthy attachment between mother and child, which may also have 
negative long-term consequences that cannot be predicted precisely. On 
the other hand, she could advise to (partly) use the infant formula 
offered by Sylvia’s company, resulting in a less healthy nutrition pattern 
for the child, but at the same time encouraging a less stressful home 
situation. This also may have long-term effects that are unclear at this 
moment. In general we could say that the advice involves a value 
judgement, and both sketched alternatives can be defended using a 
theory in normative ethics (also named ‘moral theory’). For instance, we 
could say that from a utilitarian perspective, Sylvia should advise to do 
what leads to the greatest happiness for the greatest number. Obviously, 
the mother will be relieved with the reduction of stress in her home 
situation, and as for the child: infant formula is not the best, but most 
certainly the second-best nutrition. Advising to continue beast-feeding 
will only result in a relatively small increase of happiness for the child 
in the long term, while it will result in a large decrease of happiness for 
the mother. However, when we use a deontological approach, say a right 
based approach, we could argue that the child has a fundamental right to 
breast feeding since this is the best possible nutrition for the child, and 
the mother has a fundamental right to give mother milk, which should 
be encouraged and facilitated where possible. This is a fundamental 
principle, and no matter what the consequences are, should be 
respected. 

In the case of the infant formula, there are at least two alternatives – 
one is based on a utilitarian approach and the other on a deontological 
approach – and at first glance it seems impossible to neutrally consider 
that one option is better (or worse) than the other. This leads to three 
urgent questions in the moral programming of smart technology that 
need to be addressed:  

1. Who has the moral authority to solve a moral problem through moral 
programming? This matter is further discussed in section 3.  

2. What can be decided when we need to solve a moral problem through 
moral programming, and 
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3. How can the moral judgment be programmed in the smart technol
ogy? These matters are further discussed in section 4. 

3. Moral authority 

The way smart technology is morally programmed has consequences 
for various stakeholders. This includes the engineer that programs the 
technology, the company that makes use of the programmed technology, 
the consumer that interacts with the programmed technology, and 
possibly society in general, that bears some of the consequences of how 
the machines are programmed. The question is: who should eventually 
decide on moral programming? Millar [31] noted that while engineers 
are the ones who will have to carry out the programming and have the 
expertise to do so, they do not necessarily have the moral authority to 
decide how to program ethically. In other words: technological expertise 
or capacity to morally program technology is not the same as moral 
authority (also [32]. Within this context, the subdivision Millar makes 
between high stake and low stake ethical settings is useful (see Fig. 1). 
This subdivision can be further nuanced using the concept of ‘moral 
intensity’ as introduced by Jones [18] in EDM-theory. 

3.1. Low-stake settings 

In case of the low-stake settings, those who are affected by the ethical 
decision are relatively indifferent regarding the moral choices made in 
the programming because it does not (or barely) affect values that are 
important to them. Millar [31] proposes that in the case of low-stake 
ethical settings, the engineer can decide on moral programming. This 
is by far the most practical approach and has very limited ethical con
sequences for the involved stakeholders. 

Let’s go back to our chatbot Sylvia, who now operates as a shopping 
assistant and gives advice on sound systems. An example of a low-stake 
ethical setting could be the moral question whether or not a chatbot 
should take the energy consumption of the various sound systems into 
consideration. What to do if sound system A has a slightly higher energy 
consumption but a significantly better price-quality balance compared 
to sound system B, which is mildly lower in energy consumption, but 
also has a lower price/quality balance? While energy consumption could 
lead to extra pollution, the differences in pollution are relatively small, 
and also depend on the consumer’s type of energy supply. The moral 
problem here could be whether negative environmental impact should 
be balanced with consumer comfort. Which of the two would lead to the 
greatest happiness of the greatest number, and how could we measure 
that? Whatever the moral judgments will be, the stakes are relatively 
low for all the stakeholders and therefore -at first glance-the program
ming can easily be entrusted to the engineer. Most probably, the engi
neer works in a business environment and has to act in the interest of the 
organization he works for. This means that in practice, when deciding on 
how to program, values such as prosperity (profit) or (customer) 

satisfaction will play an important role. 

3.2. High-stake settings 

One could say that it is acceptable when business interest is used as a 
driver for ethical decision making in low-stake ethical dilemmas, while 
it is less acceptable when this happens in high-stake ethical decisions. In 
case of high-stake values, the core values of those who are involved are 
affected, and stakeholders are not as indifferent to the consequences of 
the ethical decision that can be made compared to low-stake settings. In 
such cases, the engineer may subject users to undesirable paternalistic 
relationships by imposing personal ethical views on its users [33]. This 
can be particularly problematic considering that engineers usually 
represent a rather homogenous group [34], which could result in moral 
programming that is laden with stereotypical concepts of –for 
instance-gender [35] or race [36]. Therefore, if ethical decision making 
in high-stake settings is part of the design of technology, those who are 
affected should be involved in the decision-making process [37]; in the 
particular context of health robots, see Ref. [38]. Millar [31] argues that 
the moral authority to take a decision on moral programming depends 
on who is affected. If the effect predominantly relates to the individual 
consumer that interacts with the technology, this consumer should be 
enabled to influence the moral programming in such a way that the 
norms and values of the consumer are respected through the program
ming. This could (for instance) be realized by offering various 
user-preferences that can be selected by the consumer, each represent
ing a different emphasis in ethics. An example would be the various 
privacy settings a user can opt for in smart devices, each representing a 
different balancing of privacy with other values, defining the decisions 
the device will take regarding the use and safety of certain types of 
personal data. 

Things are different when the consequences of the moral decision are 
more societal. In those cases, moral programming needs political 
recognition through a democratic process. The authority of the indi
vidual consumer ends and the work of the law maker begins. For 
instance, what would happen if Sylvia is programmed in such a way that 
she could lie, or leave out crucial information in a conversation with 
consumers, in order to make them do the right thing [39]? In the case of 
the sound system chatbot, would it be ethical to leave out positive 
quality aspects of products that are less sustainable, so that people tend 
to choose a more environmentally friendly device? In other words: is the 
programming of a ‘white lie’ to contribute to morality an acceptable 
means to this end? When chatbots, or smart technology in general, can 
be programmed to lie in order to realize what is right according to their 
own programming, the resulting manipulation of the consumer may be 
unlimited. This moves beyond the sphere of the individual, since we can 
all be affected by lying technology, assuming that in the near future we 
interact daily with smart technology and moral programming. Because 
the consequences affect society in general, it is only reasonable to 

Fig. 1. The moral authority of the moral stakeholders in moral programming.  
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assume that the lawmaker of that society decides on the permissibility of 
lying machines. 

In practice, there could be a thin line between high- and low-state 
cases, and they will have to be defined carefully per sector, product or 
service, especially when moral authority is claimed by more than one 
stakeholder, or when an individual case may be qualified as a low-stake 
setting, while the total sum up of a lot of low-stake settings may result in 
a high-stake situation (perhaps the question whether negative environ
mental impact should be balanced with consumer comfort is an example 
of the latter). Therefore, a more nuanced approach could be required, 
which can be offered by exploring the concept of ‘moral intensity’ as 
introduced by Jones [18]. 

3.3. Towards a moral intensity dashboard for engineers 

Jones [18] was amongst the first to recognize that the characteristics 
of the moral issue play a crucial role in ethical decision making, besides 
the already widely explored traits of the moral actor and organizational 
factors. 

3.3.1. EDM-theory 
In EDM theory, the ethical decision of individuals is analysed. Natu

rally, there is a strong focus on the particular traits of that individual. In 
literature we see a diverse terminology to describe these traits, such as 
‘moral capacity’ (subdivided in ‘moral character’ and ‘integrity capacity’) 
[17,40], ‘moral sensitivity’ [41] or ‘moral imagination’ [42]. What they 
have in common is that they relate to individual factors that influence a 
rational or intuitive/emotional ethical decision-making process [17,43]. 
Such individual factors have been defined numerous times in literature, 
and are mostly a mixture of demographics, psychological factors and 
ethical experience (for a more detailed list: [17,21]. Next to individual 
factors, organizational factors that influence an individual’s ethical de
cision process are defined in literature [20,23,44,45], such as a reward 
system, work roles and organizational culture [46]. Such individual and 
organizational factors are extremely relevant when considering the indi
vidual ethical decision-making process of an engineer. However, in this 
contribution we do not try to explain individual ethical decision making 
but instead seek to offer a structuralized roadmap to allocate moral au
thority in the context of moral programming. For that, we assume that 
issue-related characteristics can offer us more nuanced criteria to assess 
the stake of a moral problem. Jones’ concept of moral intensity identifies 
the effect of issue-related aspects on decision making. The hypothesis is 
that when these aspects are more intense, ethical decision making is more 
urgent. In other words: the stakes are higher. This hypothesis is empiri
cally tested by various authors, and while their conclusion is that not all 
dimensions equally effect the ethical decision making, they are all 
considered to be influential (see for instance the findings of [47] or [48]. 
Where Jones focusses on effect, we focus on characterizing the moral 
problem in itself in order to conclude who the moral authority in a given 
moral programming context should be. 

3.3.2. Six dimensions in moral intensity 
According to Jones [18]; there are at least six dimension that alto

gether define the moral intensity of a situation. 

1. Magnitude of Consequences: what is the total sum of harms or ben
efits for the moral stakeholders? In the case of Sylvia advising on a 
sound system, we considered the moral dilemma to what extent the 
negative environmental impact should be balanced with consumer 
comfort in a low-stake setting. When we consider the overall impact 
of the entire product however, (and not just one sales unit) or 
perhaps even the environmental impact of the branch as such, the 
magnitude of the consequences is significantly higher, and we might 
reconsider labelling the dilemma as a low stake setting.  

2. Social Consensus: what is the degree of social consensus of a 
particular moral action? In the breastmilk case, there is a societal 

consensus that breastfeeding is extremely important for the healthy 
development of the child. It is even considered to be a human right to 
give and receive breastmilk [49], meaning that the mother should 
have the freedom to do so, and make her own informed choice on the 
matter, without too much interference of marketers trying to sell 
substitutes to breastmilk [50].  

3. Probability of Effect: what is the probability that the effect will 
indeed take place as a result of the moral action? While it is known 
that breastfeeding is the best nutrition choice for the child, it is un
certain whether a child that was raised with infant formula instead of 
breastmilk will indeed develop in a less healthy way [51].  

4. Temporal Immediacy: what is the timespan between the moral action 
and the moral consequences? This dimension relates to the sense of 
urgency in the moral decision making. In the case of the sound sys
tem, the consequences of CO2 pollution are not the day after the sales 
but cover a longer period of time. The same can be said about the 
possible health effects of the nutrition choice for the child however; 
the nutrition choice has an immediate effect on the stressed-out 
mother. While this temporary effect can be used to explain that 
people would generally feel more responsible in situations that 
involve immediate consequences, long-term consequences can be 
just as (un)ethical as short-term consequences, which says very little 
about whether an ethical dilemma involves a high or low stake 
setting. However, this dimension generally expresses a degree of 
urgency of the moral problem. We therefore propose, in line with 
Mitchell et al. [52] -who also identified the dimension ‘urgency’ to 
express the need for immediate action in the field of business ethics 
and stakeholder analysis-to broaden the scope of this dimension to 
‘degree of urgency’. 

5. Proximity: what is the sense of nearness towards the moral stake
holders that will be affected by the moral action? This dimension is – 
by far - the most subjective one. The main idea is that in ethical 
decision making, moral actors usually feel more responsible for 
moral stakeholders who are closer to them. In this case, the intended 
moral actor is a machine who has no initial preferences or a sense of 
nearness towards moral stakeholders, and is programmed by an en
gineer, who –on the contrary-may have such preferences. In our 
view, this dimension is less useful in classifying the stake of the moral 
issue, and instead could better be classified as an individual or 
organizational factor: individual, when personal convictions or re
lations result in a higher degree of proximity, organizational when 
the business environment has this effect.  

6. Concentration of Effect: what is the level of concentration of the 
effect of the moral action? In the sound system case, the CO2 
pollution affects a large group of people a little bit, while in the 
breastfeeding case, a small group (especially the mother and the 
child) are deeply affected by the choices made. Jones added this 
dimension assuming that moral actors generally feel more respon
sible for their actions when a certain magnitude of the effect is highly 
concentrated on a small group (or even one individual) compared to 
when the same magnitude of effect has a low concentration, simul
taneously affecting a large group of people who individually barely 
notice the consequences. For our purpose, this dimension can be 
useful to assess whether the effects are predominantly individual or 
societal. 

In essence, Jones focuses on three main issues: the consequences or 
effect of the moral action (dimensions 1, 3, 4, 6), the social perception of 
morality (2) and the sense of nearness towards the moral stakeholders 
(5). At first glance, we could say that there is a strong emphasis on the 
consequential aspects of a moral action [17], while in ethical decision 
making we would expect that more deontological elements are also 
situational factors that may play a role, such as human rights and 
equality [53–55]. Such deontological aspects are, however, represented 
in the degree of societal consensus towards a certain moral issue and are 
therefore implicitly present in the model of Jones [56]. Another issue is 
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that there is a certain overlap between issue-related factors, organiza
tional factors and individual factors, and most models do not draw a 
clear line between them (see for instance: [45] considering the differ
ences between organizational and issue-related factors). As we saw in 
the model of Jones, individual perception cannot be isolated from 
issue-related factors. This is especially notable when considering the 
‘proximity’ dimension, but also the intensity of the other dimensions 
depends on one’s individual perception. Therefore, moral intensity is 
almost per definition a perceived intensity, depending on the individual 
who assesses the moral issue [57]. It seems unlikely - and undesirable - 
that we can neutrally characterize moral issues as high or low stake 
without the subjective influence of the individual making a moral de
cision and isolate the ethical issue as a separately existing phenomenon. 
However, Harrington [58] found that in cases when there is a strong 
societal consensus or when the seriousness of the consequences is high, 
individual features of the decision-maker become less relevant. A high 
stake setting therefore is expected to be more unanimously recognized, 
regardless the individual backgrounds of the engineer. 

We can try to help the individual engineer who programs the moral 
actor - the smart technology - to be aware of, and assess in more detail, 
the moral stake that corresponds to a moral issue, and consequentially 
understands who ideally should be the moral authority that decides on 
the nature of moral programming. To this end, we drafted a ‘moral in
tensity dashboard for engineers’ (Fig. 2), which could be a starting point 
for assessing the stakes involved in moral programming more structur
ally and allocating a moral authority to particular moral programming 
issues. In essence, this dashboard could help categorize a moral issue as 
‘high stake’ or ‘low stake’ by assessing the dimensions ‘society’, ‘effect’, 
‘probability’ and ‘urgency’, and specify whether the consequences of the 
moral programming are predominantly individual or societal by 
assessing the ‘concentration of effect’ dimension. 

4. Moral theory 

The next question that needs to be answered concerning the business 
of moral programming is how we can choose a moral theory that should 
be used in the programming of smart technology. In normative ethics, 
ethicists propose an answer to the question ‘what is the right thing to 
do?’. Various theories in normative ethics propose an answer to this 
question from different and opposing perspectives. Universalist and 
absolutist theories can be applied consistently regardless of who uses 
them, while the more relativist theories recognize that ‘the right thing’ 
depends on the particular traits of the moral agent. To answer the 
question how we can choose a moral theory in moral programming, we 
first need to explore the nature of normative ethics and how this relates 

to the relation between humans and machines. 

4.1. Universalism, absolutism and relativism 

While there are many convincing approaches in normative ethics, 
there is a strong emphasis on universalist and absolutist theories in 
Western academic literature [46,54]. These theories find their origin in 
enlightenment thinking and offer fundamental moral rules in life that 
can be applied by every individual in any given situation (universalist 
theories) and/or embody an absolute moral truth (absolutist theories) 
[59]. Consequentialist theories, such as utilitarianism and egoism are 
typically universalist: something is morally justified when it leads to the 
best result for the moral actor (egoism) or the greatest number of people 
(utilitarianism). While these theories do not encompass an ultimate 
moral truth, they can be applied the same way in any given moral 
dilemma. 

Deontological theories, such as duty ethics, moral rights and the 
principle of equality, could be considered both universalist and abso
lutist: they claim to hold moral truth, and can be applied in any given 
moral dilemma. The well-known categorical imperative, introduced by 
Immanuel Kant, is an interesting example of duty ethics. The main idea 
is that human beings have a duty to only act according to that maxim 
whereby you can, at the same time, will that it should become a uni
versal law [60]. 

Deontological ethics in which moral rights are proposed as a yard
stick for moral behaviour finds its origin in the ‘social contract’ as 
introduced by Thomas Hobbes, Charles de Montesquieu and Jean Jac
ques Rousseau: people should give up a part of their sovereignty in ex
change for their protection of fundamental rights. These rights are 
mostly referred to as human rights, and stern from the fact that people 
are human beings and for that reason have such rights [61]. All moral 
actions should lead to the respect of these rights and contribute to its 
fulfilment. Deontological ethics based on the principle of equality was 
introduced into most detail by Rawls [62,63] and assumes that various 
interpretations of equality should lay at the core of moral actions - 
mostly at societal level. In general, deontological theories can be used in 
any given moral dilemma and hold an absolute moral truth that excludes 
other theories on normative ethics. 

Not all theories on normative ethics are universalist or absolutist. 
Some of them have a more relativist nature [64], accepting that there is 
no moral truth or universal application of morality, and morality 
therefore depends on the individual or society. 

For example, virtue-based ethics [65,66], post-modernist ethics [67, 
68], relation ethics [69,70] and -to a certain extent-discourse ethics [71] 
have characteristics of moral relativism [59]. However, it needs to be 

Fig. 2. Moral intensity dashboard for engineers.  
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noted here that labelling an approach in normative ethics as exclusively 
relativist leads to an overly simplified debate that does not do justice to 
the particularities of each approach. As we will see below, some ap
proaches in normative ethics - most notably virtue ethics [72,73] and 
discourse ethics [74]- have absolutist or universalist components or try 
to overcome a bridge between relativist and non-relativist theories. 
What these theories have in common however is that they at some point 
answer to critiques of theories in normative ethics that where a product 
of enlightenment-thinking, mostly for being too inflexible and conse
quentially ignoring individual or cultural factors that may affect the 
notion of what is right or wrong. Furthermore, these theories we label 
here as being more relativist, somehow assume that human character
istics or relations are at the core of establishing morality: a notion that is 
of particular importance in the context of this contribution. 

4.2. Human versus machine 

The idea that human beings who take ethical decisions are mainly 
driven by universalist and absolutist theories in normative ethics is 
increasingly questioned. At the same time, it seems that those exact 
theories are suitable for moral programming. 

4.2.1. Humans and normative ethics 
Using arguments from cognitive science, Johnson [75] said that it is 

very unnatural and unlikely that moral behaviour of human beings is 
driven by universalist or absolutist theories. He observes that such 
theories usually work in simplified ‘laboratory’ settings. An example of 
such a setting is the famous Trolley Problem [76], in which the moral 
actor has to choose between not pulling the switch - knowing that five 
people will be overrun by a train - or pulling the switch - saving these 
five but sacrificing the life of one person who is on the other track. This 
dilemma has been altered many times in moral philosophy but is mostly 
exclusively used to demonstrate the differences between consequen
tialist and deontological normative ethics. Currently, we see variations 
to this theme in the academic literature on ethics and technology, for 
instance in the context of ethics and self-driving vehicles [7]. According 
to Johnsen, such experiments where designed to make the universal 
theories work, but by no means represent a real-life situation. Instead, he 
argues that human beings make moral decisions based on their moral 
imagination, which is most certainly not a fixed thing, since ‘Human 
beings are not fixed quasi-objects that have an independent prior identity and 
then go about making choices from which they are distanced. We are, rather, 
beings in the process whose identity emerges and is continually transformed in 
an ongoing process of reflection and action’ [75]; p.148). Johnson argues 
that even though universal and absolutist theories can be a source of 
inspiration, or even influential in the development of someone’s moral 
imagination, they are at most expressions of shared moral assumptions 
of Western enlightenment thinking. To assume that they are therefore 
universal would be erroneous reasoning: absolute moral theories could 
at most be the result of shared cultural values, not the origin of them. 
Instead, he argues that prototype structures of concepts we recognize in 
our brains as ‘typical situations’ that evoke a certain emotion and 
require a certain moral solution. These are very personal, and mostly 
determined by the life experience you had so far. Such prototypes are 
put in a certain context, depending on what you know about the situa
tion, which leads to semantic frames based on which we perceive the 
situation. We then try to learn from these experiences and draw lessons 
from it, which we may apply in the next situation - or not, depending on 
the situation. A moral theory should not answer the question ‘what is the 
right?’ but rather offer a framework to recognize, structuralize and 
expand one’s moral imagination. Therefore, Johnson argues that most 
moral decisions are made without universal rules; they originate from 
the moral imagination of the involved actor. 

This view – which we already touched upon - is supported by most 
theories on EDM processes. There is an abundance of literature in which 
EDM procedures are described, and most of them take Rest [19] as a 

starting point, where the process of ethical decisions is composed of four 
steps: 1) recognizing the moral issue, 2) making a moral judgment, 3) 
establishing moral intent, and 4) moral acting. While there are some 
variations to this theme (for an overview, see: [18] the actual discourse 
is not so much about the stages of EDM processes, but rather concerns 
the identification of factors that influence these stages. Factors that in
fluence individual ethical decision making are hardly coherent theories 
in normative ethics. While such theories are credited to be used as a 
reflective tool to validate or justify an ethical decision [43], they are not 
at the core of the EDM process itself. Instead, we see an emphasis on 
various factors that influence EDM processes that suggest a very flexible, 
case by case, approach towards ethical decision making, fully depending 
on the individual features of the moral actor, its environment and the 
particularities of the ethical situation [17]. Therefore, we could argue 
that the answer to the question ‘what is the right thing to do’ does not 
stern from a coherent and rigid theory in normative ethics, but depends 
on coincidental particularities: it is of a relativist nature. 

4.2.2. Smart technology and normative ethics 
In a sharp contrast, most literature on moral programming focusses 

on the universalist and absolutist theories, mostly underlining the 
different outcomes of consequentialist and deontological programming. 
After all, theories in normative ethics that are universal and can be 
imposed on someone (or something) are more likely to be suitable for 
programming compared to normative ethics that originate from the 
moral imagination of human beings. For instance, there is a vivid debate 
about the ethical programming of self-driving vehicles [77], in which 
mostly ethical dilemmas are explored that roughly relate to the afore
mentioned Trolley Problem: should the car in case of an imminent crash 
choose for the outcome that leads to the greatest happiness of the 
greatest number, or should the car respect certain universal principles? 
While we could argue that Trolley Problem scenarios are by no means a 
reflection of real-life situations [9], the debate embodies a good starting 
point on how to program the self-driving car when it has to make a moral 
judgment. 

To translate absolutist normative ethics to programming language, 
an often proposed approach is to make use of deontic logic (a term 
introduced by Von Wright, 1951). This means that ethical programming 
is narrowed down to four main categories: obligatory actions (o), 
permitted actions (p), forbidden actions (f) and actions that are morally 
indifferent (i) [78]. For instance, Powers [79] proposes to use deontic 
logic to create so called ‘Kantian machines’ that are able to apply - with 
some modifications - the categorical imperative when they function in 
any given situation. This would mean that our chatbot Sylvia is pro
grammed in such a way that it recognizes actions that contradict the 
categorical imperative and classifies them as forbidden. The lying ma
chine would be a good starting point. If Sylvia could lie, and we would 
quantify lying in an individual case according to universal proportions, 
it would lead to a world in which ethical machines become unreliable, 
which would interfere with the reason of existence of the machine itself: 
human-built machines relying on their functionality. Considered in this 
quantified proportion, Sylvia would destroy her own functionality by 
lying, which would be pointless. The engineer should therefore be able 
to program the machine in such a way that it would refrain from doing 
things that contravene its functionality. The opposite, telling the truth, is 
then automatically an action that is obligatory - since the negation of 
telling the truth would constitute a lie. If communicating data to a 
consumer does not interfere with telling the truth, and does not 
constitute a lie, it is permitted or morally indifferent. This means that for 
instance framing the truth in an attractive way would be permissible, as 
long as it does not lead to a forbidden action. In deontic logic there is a 
certain overlap between the categories ‘morally indifferent’ and 
‘permitted’ and ‘obligatory’: all morally indifferent action are permitted, 
but not vice versa, since obligatory actions are also permitted actions but 
not morally indifferent [80], as we can see in Fig. 3. 

The use of deontic logic as a means to create ethical machines has its 
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limits. Bringsjord [81] argued that while we could use elements of 
normative ethics in programming machines, this will only result in 
relatively ‘flat’ moral actors. One thing a machine that is programmed 
with deontic logic will never do is something that is in itself morally 
right, but not wrong not to do. Such actions are mostly unaccounted for 
in the absolutist theories [82], and more in particular in deontic logic. 
However, they are considered to be morally praiseworthy to do [83]. In 
fact, such actions could be labelled as supererogatory actions, and 
cannot be programmed using deontic logic. After all, they are permis
sible to do, but not morally indifferent nor obligatory. 

The main reason for this is that a machine as a conscious moral actor 
does not have the same consciousness compared to a human being. Ned 
Block [84] observes that consciousness can be subdivided in so called 
access conscious (A-conscious), and Phenomenal-consciousness 
(P-conscious). The first involves an awareness that is required to 
reason and rationally guide speech and action. Or as Bringsjord [85] 
would put it: a ‘zombie state of mind’. To a certain extent, we could 
program machines with an A-conscious. In contrast, P-consciousness is 
the capacity to experience things and have subjective awareness. This is 
what makes us human and is something a machine in the foreseeable 
future can never have [85]. An example: an A-conscious mind could 
recognize the colour red, and act accordingly (for instance, stop the car), 
and communicate its actions. A P-conscious mind is able to experience 
what it feels like to observe the colour red. We may be able to create 
machines that imitate the consequences of experiencing the colour red, 
but it seems unlikely that this experience in itself can be - directly or 
indirectly through self-learning - programmed. To rephrase that in 
ethical terminology: a machine may act in a moral way but cannot be 
moral in itself [86]. For being moral, a P-conscious mind is required. It is 
exactly the P-consciousness that forms the basis of theories in normative 
ethics that are of a relativist nature, since life experience is one of the 
core elements of relativist theories (most notable in post-modernist 
ethics). 

In conclusion, see also Fig. 4, we can state that 1) machine ethics is 

most likely based on different normative ethics when compared to 
human ethics (i.e. absolutist theories versus non-absolutist theories), 
and 2) machine ethics is relatively ‘flat’ compared to human ethics, 
making smart technology, also self-learning technology, unable to 
escape the patterns of deontic logic. 

Since we are living in an era in which machines replace human be
ings, this is per definition inaccurate in the field of ethics: human ethics 
cannot be replaced by machine ethics. When a job previously done by a 
human being that involves the interaction with consumers and in this 
interaction human ethics is applied is now done by a chatbot, human 
ethics is removed, and machine ethics is added. From the above, we can 
only deduce that it is reasonable that when smart technology interacts 
with humans in the context of a moral problem, humans should have the 
right to know they are interacting with a machine, and not another 
human being. 

4.3. How do we choose which approach in normative ethics should 
prevail? 

In the previous section we discussed which approaches in normative 
ethics are most likely to be eligible for ethical programming. However, 
the eligible moral theories may lead to opposing conclusions when 
applied to a moral problem. We have seen the example of the chatbot 
advising whether or not to use infant formula as an alternative to 
breastmilk. We explored two moral approaches: a utilitarian -conse
quentialist- approach in which one could argue that the chatbot will 
advise the mother to replace (part of) the breastmilk by infant formula, 
and a right-based –deontological- approach in which the continuation of 
feeding breastmilk would be advised. In such a situation, we cannot 
possibly program the chatbot in such a way that it complies with both 
approaches. This means that a choice must be made. Hypothetically, the 
relevant moral actor could decide to either go for the utilitarian or right- 
based approach, based on their ethical preferences. However, it is nearly 
impossible to program such choices per potential future situation or 
conversation. On the other hand, programming a machine with only one 
approach in normative ethics can also lead to undesirable results, since 
different situations may require a different approach in ethics. This leads 
to the question how fixed or flexible moral programming should be [31]. 
In other words: do we make a fixed choice in programming normative 
ethics, with permanent principles and/or end results, or do we allow the 
machinery to reflect on its own programming, within the boundaries set 
by meta-ethical programming? 

4.3.1. Meta-ethical programming 
In case of a moral programming, the choice for an approach in 

normative ethics is an arbitrary one, depending on the preferences of the 
moral actor who has the moral authority to make a decision on the 
matter. Especially in the more complicated ethical machines, we can 

Fig. 3. Overlapping categories in deontic logic according to Von Wright [80].  

Fig. 4. Normative ethics and moral programming.  
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assume that it makes sense to include meta ethics in the programming of 
technology [87]. After all, the deontic logic that is used to program the 
bot can lead to conflicting outcomes. Consider the situation that our 
chatbot Sylvia is programmed with two obligations:  

1. Never give advice on something that violates the right to health or 
healthcare, in which part of this right is understood as the right for 
breastfeeding or receive breastmilk.  

2. Advice should lead to optimizing consumer satisfaction. 

In the case of the worried mother described in section 1.2., it is 
almost impossible to fulfil both requirements, for the consequentialist 
aspect (2) conflicts with the deontological one (1) in almost any advice 
that can be given: advising on using infant formula violates the deon
tological obligation, where advising on continuing breastfeeding will 
continue the stressful family situation, and not lead to a happy customer. 
This means that at some point, it would be helpful if the chatbot would 
be able to reflect on its own moral programming: this means that there 
should be some meta-ethical programming. 

This leads to the question whether it is possible and desirable to 
program a machine in such a way that it is able to compare different 
ethical solutions to a moral problem, and evaluate which solution is 
most suitable for the case at hand (flexible programming). This question 
touches upon a discourse in meta ethics: can we compare what is right or 
wrong according to one moral theory with what is right or wrong ac
cording to another? For instance, can we say that a consequentialist 
approach is better, worse or equally right compared to another approach 
in normative ethics [29,88]? This problem has had different names in 
literature so far, but they all address more or less the same issue. Ex
amples are ‘the problem of moral uncertainty’ [87], ‘value incommen
surability’ [88], or ‘the Problem of Inter-theoretic Value Comparison’ 
[89]. For a long time, the leading view was that we cannot possibly 
compare different approaches in normative ethics, and that moral action 
exclusively depends on which approach in normative ethics is preferred 
by the moral actor. In practice, this means Sylvia would simply have to 
choose between consequentialism and deontology, and formulate her 
advice accordingly. This also means that there are no objective criteria 
to assess which option should be preferred. 

And here we have a problem, because a chatbot has no preference, 
but is simply programmed. We could hypothetically program prefer
ences in the bot in case of conflicting obligations. We could for instance 
say that if rule 1 conflicts with rule 2, rule 1 prevails. This would mean, 

applied in the example above, that the bot should advise to continue the 
breastfeeding. However, this would also mean that the chatbot would 
blindly give preference to one moral theory regardless the moral setting. 
What if the worried mother says that she is considering suicide because 
she is about to collapse as a result of the constant stress? Would the 
chatbot then still have to prefer the deontological obligation over the 
consequentialist one? And if we would hypothetically add another 
principle (for instance, rule 3: advice may never lead to risking the death 
of a customer), can we program the chatbot in such a way that it knows 
exactly when to give priority to rule 1 (right to health) and rule 3 (right 
to life)? It will be very hard to program a bot in such a way that it knows 
exactly what to do regardless of contextual input. However, there are 
some approaches in meta ethics that oppose the idea of incomparability. 
They can be used to integrate contextual input in solving the problem of 
moral uncertainty. This way, moral programming matches human needs 
in machine ethics more adequately. It also enables engineers to use so
cietal/user input in the development of their moral programming, and 
–if desired-the review of their moral programming against the initial 
expectations when applied in practise. 

4.3.2. A comparative approach 
Various approaches are proposed to deal with moral uncertainty, 

such as the comparative approach and the expected moral value 
approach. In a comparative approach [29], the choice between ap
proaches in normative ethics depends of the aim of the moral actor (see 
also Fig. 5). If it is the goal of the moral actor to pursuit value X, then the 
moral action should be the one that most contributes to that goal: ‘‘So the 
appropriate action corresponding to being better in value which corresponds 
to be being supported by most reason is choosing that option. And the 
appropriate action corresponding to being worse in value, which corresponds 
to being supported by less reason, is not choosing that option” [29]; p.116). 
Chang uses a so-called ‘Archimedean point’ (some comparatists would 
use the Latin term ‘Tertium Comparationis’ instead), which is used as a 
fixed point with which we can compare different approaches in 
normative ethics [59,61]. So, in the case of Sylvia, the chatbot working 
for the infant formula company, this would mean that it depends on 
which value the company finds the most important, and if it will act 
accordingly. If the most important value is considered to be children’s 
health, we would have to compare which approach in normative ethics 
would lead to the most complete fulfilment of this value. As mentioned 
above, a utilitarianism approach would most likely not result in advising 
to continue breastfeeding; it would instead advise to look for an 

Fig. 5. Comparativism in meta ethics.  
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alternative (such as infant formula). The utilitarian approach would not 
seriously damage the health of the child, but would not lead to as much 
fulfilment of the value ‘children’s health’ as a deontological 
–rights-based- approach would, where breastfeeding is considered a 
fundamental human right. If the most important value would be family 
wellbeing, there is certainly reason to muster a utilitarian approach, 
which would mean an advice to stop breastfeeding and use infant for
mula instead. In the context of moral programming, this would mean 
that the programming should include a priority list of values that are 
important to achieve, and a workable and measurable definition of what 
these values mean, so that actions can be accounted for using percent
ages of expected realization of the chosen value. So, if we want to realize 
value A, and moral theory I leads to action X, which leads to 90% 
realization of value A, where moral theory II leads to action y, which 
leads to 60% realization of value A, the most reasonable thing to do is to 
choose moral action X. 

However, an exclusive focus on values as a goal can become prob
lematic since it could easily lead to so-called ‘perverse instantiation’, 
where the intention of the programmer or context of the applied action 
is not taken into due consideration [90] and leads to counterproductive 
applications. For instance, if Sylvia is programmed to protect the health 
of the child as a primary value, and notices that the mother who calls is a 
poor educator with an unhealthy lifestyle, the chatbot might conclude 
that the child’s health may be best protected if it would be raised by 
foster parents. Such an advice is probably not in line with the expecta
tion of the programmer, nor is it perceived to be appropriate in the 
context of a B to C relation in which a chatbot is used. To solve this 
problem, some authors propose to use the Agent-Deed-Consequence 
(ADC) Model [32,91]. The comparison of something valuable 
compared to something else that is valuable can be narrowed down to 
positive and negative evaluations of the moral agent, the moral deed in 
itself and the consequences of the moral deed, more or less representing 
elements of virtue ethics, deontology and consequentialism. This could 
potentially lead to more balanced moral programming. The good deed 
(protecting the child’s health) can be counterbalanced by the conse
quences (recommending a separation of the child and the mother) and 
the intention of the programmer (creating a reliable chatbot to give 
advice in nutrition matters). In other words: the ADC model allows a 
more nuanced comparison, in which at least three different approaches 
in normative ethics can be simultaneously used in a comparative setting 
to define what is most valuable. In this line of reasoning, Aliman and 
Kester [92,93] propose an ethical framework of augmented utilitari
anism, through which society can define ethical goal functions for 
Artificial Intelligence. The concept of ‘the greatest happiness for the 
greatest number’ is now replaced by these goal functions, allowing 
various ethical perspectives in the equation. In formulating these goal 
functions, they move away from the debate on what a machine should 
do, and instead focus on what we want it to do. This can change over 
time and may differ per cultural setting or even per user. Moral pro
gramming should result in the most optimal application of these pre
defined ethical goal functions, and the output should be permanently 
reviewed against these goal functions. 

In both the ADC model and the framework of augmented utilitari
anism, we step away from classic approaches in normative ethics and 
move towards a more hybrid approach through which various elements 
of normative ethics can be used in determining and comparing the value 
of moral programming in the context of utility functions in smart tech
nology. During this process, human intention and perception is 
constantly taken into consideration, creating more flexible program
ming for a more accurate translation of human perspectives on ethics 
into machine ethics. 

4.3.3. The expected moral value approach 
Another workable solution to moral uncertainty is offered by Ted 

Lockard [94] by introducing the Expected Moral Value Approach. The 
idea is that a moral actor should take into account not only her own 

personal belief regarding the credibility of a theory on normative ethics, 
but also assess to what extent the moral action that is proposed fulfils the 
values that are supposed to be fulfilled by that moral theory. Let’s as
sume that in a scale of 0,0 to 1.0., the moral authority that decides on 
how to morally program the technology awards 0,6 credibility to utili
tarianism, and 0,4 credibility to a right-based approach to deontology. 
Let’s furthermore assess that in a scale of 0–10, the solution to advise on 
the continuation of breastfeeding (action A) leads to some happiness for 
the child in the long term (because of the healthier milk), but also leads 
to less happiness for the family in general, and rank this with a 2. Let’s 
furthermore assume that the advice to use infant formula (action B) 
leads to most happiness for most people, but not fully, since in the end, 
natural breastmilk is healthier for the child: 8. 

This leads to the following equations: 
Subjective credibility of theory I * Value of action A according to 

theory I = the desirability of the action 
In casu this would be: 0,6 * 2 = 1,2 
Subjective credibility of theory I * Value of action B according to 

theory I = the desirability of the action 
In casu this would be: 0,6 * 8 = 4,8 
When we do the same for moral theory II (right-based approach to 

deontology), we could say that advising on giving breast milk is slightly 
better in order to realize the value health compared to advising on infant 
formula. However, the infant formula in itself is not unhealthy to the 
child, and a widely accepted alternative to breastmilk. Let’s say that the 
advice to continue the breastfeeding is the healthiest alternative possible 
(10) and offering infant formula is not far from this (8). This leads to the 
following equations: 

Subjective credibility of theory II * Value of action A according to 
theory II = the desirability of the action 

In casu this would be: 0,4 * 9 = 3,6 
Subjective credibility of theory II * Value of action B according to 

theory II = the desirability of the action 
In casu this would be: 0,4 * 8 = 3,2 
Based on this, we can conclude that the chatbot should give the 

advice to offer infant formula, since action B under theory I has the 
highest desirability score. 

4.3.4. Flaws and future discussion 
Some scholars reject these approaches on how to deal with the 

incomparability of normative ethics in itself. Harman [95] for instance, 
argues that there are serious flaws in these meta-ethical approaches, 
because they offer solutions that are subjective. After all, there is a 
certain value judgment in assuming that a moral actor should choose the 
solution of the highest expected moral value, and that false assumptions 
of what is right or wrong can be embedded in the consideration when 
they are genuinely perceived to be true. Sepielli [89] specifically criti
cizes the Expected Moral Value approach, but does not offer an alter
native. He argues that assuming equality between moral theories is a 
random choice for various reasons. Decisions taken in theory I are not 
necessarily as important as decisions taken in theory II. Besides that, it is 
not easy to compare a Kantian principle with a human right, or a number 
of utils (utilitarianism): the assumed equality is therefore very random, 
and the value of a moral solution sometimes even depends on the 
amount of possible moral options per theory. Most of the criticism is 
aimed at the fact that a meta-ethical view is expected to offer an 
objective method of comparing and evaluating normative ethics. Both 
the comparative approach and the Expected Moral Value Approach do 
not result in such objective methods. However, in the application in the 
moral programming of technology, these flaws become less relevant. 
After all, in the ethical programming of a machine, we are not neces
sarily looking for a way to asses normative ethics in an objective way, 
but we are looking for a method to combine various approaches in 
normative ethics in moral programming, without the risk that the pro
gramming leads to conflicting results. This means that we need a way to 
make meta ethics measurable so we can account for moral choices in the 
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moral programming of technology. Both the comparative approach and 
the Expected Moral Value approach might just do that. 

5. Solutions: towards a roadmap 

As stated above, what is lacking so far is a structuralized discourse on 
moral programming in a smart society. In this contribution, we propose 
a roadmap that defines how ethical decisions in moral programming can 
be done. The synopsis of the above is visualized in Fig. 6, reformulated in 
four questions.  

1. When do we need to use this ethical roadmap?  
2. Who has the moral authority to solve a moral problem through moral 

programming?  
3. What can be decided when we need to solve a moral problem through 

moral programming? 
4. How can the moral judgment be programmed in the smart technol

ogy, especially when more than one ethical solution seems to be able 
to solve the moral problem? 

Step 1 (when): The roadmap is useful in contexts in which smart 
technology is used in programmed ethical decision making to solve a 
moral problem. A moral problem can be solved by more than one 
(mutually exclusive) value judgment. When programming involves 
dealing with a moral problem, we need a structuralized ethical decision- 
making model that suits the needs of an engineer who is responsible for 
the functioning of the smart technology. 

Step 2 (who): To this end, the engineer should first be aware of the 
moral authority in a given moral problem. We propose that in a low 
stake moral problem, the engineer is the most suitable authority to 
decide on the nature of the programming, due to the limited effects for 
the involved moral stakeholders. However, in a high-stake moral prob
lem, we propose that the individual user or society (the legislator) is the 
most suitable moral authority to decide on moral programming, 
depending on the concentration of the effects of the programming. When 
the consequences are individual, concentrating on the user, we assume 
that the consumer that interacts with the technology is the moral au
thority. When the consequences are more societal, the moral authority 
should be a legislator, formalizing the solution of the ethical dilemma 
through a legislative process. To be able to qualify a moral problem as a 
low-stake or high-stake problem, as well as to be able to recognize the 
concentration of the effect, we propose to use the moral intensity 
dashboard (Fig. 2) that is based on Jones’ [18] theory on moral in
tensity, analysing the issue-related aspects of a moral dilemma. This 

dashboard can help the engineer in assessing which moral stake corre
sponds with which moral issue, and determine who has the moral au
thority to decide on the nature of the moral programming. 

Step 3 (what): A value judgment can be supported by various ap
proaches in normative ethics. We have argued that universalist and 
absolutist theories in normative ethics are typically suitable for moral 
programming. Smart technology may act morally but cannot be moral in 
itself. Therefore, we need to program technology that uses normative 
ethics that is clearly defined outside the scope of human characteristics 
which involves the capacity to have subjective awareness. This rules out 
the more relativist normative ethical approaches that would require a P- 
conscious mind: something a machine in the foreseeable future will not 
(yet) have. This leaves consequentialist and deontological theories as 
suitable starting points for moral programming in itself. This means that 
the ethics we expect machines to apply can best be formulated as goals 
or principles. 

Step 4 (how): Deontic logic seems to be the most straightforward way 
to morally program technology, using the terminology of Von Wright 
into practice. This means that moral programming should be built 
around four action types: obligatory (o), permitted (p), forbidden (f) and 
indifferent (i) actions. One of the characteristics of a moral problem is 
that different approaches in normative ethics lead to opposing conclu
sions. Therefore, meta-ethical programming is required to enable smart 
technology that is confronted with a moral problem to perform an inter- 
theoretic value comparison and select the most suitable ethical solution. 
There are various approaches that could offer a valid starting point. In a 
comparative approach, the programming is focused on prioritized 
measurable values, comparing effects of various ethical solutions, and 
selecting the most effective one towards the prioritized value. Both the 
Agent-Deed-Consequence model and the framework of augmented 
utilitarianism offer methods that enable programmers to combine 
various approaches in normative ethics to avoid an exclusive focus on 
values as a goal in itself. In the Expected Moral Value Approach, we do 
not prioritize values, instead we prioritize approaches in normative 
ethics and include this in the equation. In the equation itself, we 
calculate the value of an action according to one theory and compare 
that to the value of another action according to the same theory. We can 
then apply a similar process using another ethical theory and calculate 
the most suitable solution to the moral problem. In both approaches, we 
need continuous and organized input from the moral authority (the 
engineer, the individual user or society) to define the preferences (e.g. 
ethical goal functions or the prioritizing of ethical approaches). This can 
lead to a flexible and ever-improving input for moral programming that 
does justice to the relevant human perceptions of what we want smart 

Fig. 6. Roadmap for the moral programming of smart technology.  
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technology to do as a moral agent. 

6. Implications and conclusion 

The role and impact of smart technology in our society is rapidly 
increasing. One of the main implications of our conceptual exposition is 
that smart technology can only follow an absolutist/universalist process, 
while human ethical decision making appears to be more of a relativist 
nature. Consequentially, machine ethics differs from human ethics. This 
implies that machine ethics cannot be presented as an alternative to 
human ethics or misrepresented as being the same. In the interaction 
between humans and smart technology this has one obvious implication: 
when humans are not reasonably aware of the fact that they interact 
with a machine that is ethically programmed, they should be informed. 
For instance, humans could be confused when companies would run 
experiments to make chatbots sound and act as humanly as possible, or 
even mimic human-inspired characteristics and emotions. When such a 
human-sounding chatbot makes a value judgment, the consumer should 
be aware of the ethical nature of such a judgement: machine, and not 
human. 

In this contribution we offer a roadmap to support the ethical 
decision-making process in moral programming. As always, when pro
posing some sort of formalized structure in taking ethical decisions 
(EDP), ‘no single model is universally accepted’ [18], it will come as no 
surprise that the roadmap we propose is a starting point; a contribution 
to a current academic discourse, that asks for further research, most 
probably of a more empirical nature. The next step should be twofold. 
First, we should validate whether engineers can work with a moral in
tensity dashboard and validate the functionality dimensions in moral 
intensity in various professional settings. Second, we need to generate 
societal and user input in ethical high-stake settings. In other words: we 
need to know what we should put in the program when the engineer is 
not the moral authority. This requires empirical research into moral 
data: we need to know what people would prefer in the ethical pro
gramming in a given moral problem. This ‘moral data’ can be generated 
in various test labs and should result in practical input that engineers can 
work with. On top of that, we need to establish a feedback loop to 
establish whether the predicted output of the moral programming 
indeed matches the human expectations [96]. 
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[91] V. Dubljević, E. Racine, The ADC of moral judgment: opening the black box of 
moral intuitions with heuristics about agents, deeds and consequences, AJOB 
Neurosci. 5 (4) (2014) 3–20, https://doi.org/10.1080/21507740.2014.939381. 

[92] N. Aliman, L. Kester, Augmented Utilitarianism for AGI Safety, 2019 arXiv: 
1904.01540. 

[93] N. Aliman, L. Kester, Requisite Variety in Ethical Utility Functions for AI Value 
Alignment, 2019 arXiv:1907.00430. 

[94] T. Lockard, Moral Uncertainty and its Consequences, Oxford University Press, 
Oxford, 2000. 

[95] E. Harman, The irrelevance of moral uncertainty, in: R. Shafer-Landau (Ed.), 
Oxford Studies in Metaethics, ume 10, Oxford University Press, Oxford, 2015. 

[96] N. Aliman, L. Kester, Transformative AI governance and AI-empowered ethical 
enhancement through preemptive simulations, Delphi – Interdiscipl. Rev. Emerg. 
Technol. 2 (1) (2019) 23–29, https://doi.org/10.21552/delphi/2019/1/6. 

B. Wernaart                                                                                                                                                                                                                                      

https://doi.org/10.1037/0021-9010.93.5.1027
https://doi.org/10.1037/0021-9010.93.5.1027
http://refhub.elsevier.com/S0160-791X(20)31269-0/sref42
http://refhub.elsevier.com/S0160-791X(20)31269-0/sref42
https://doi.org/10.1037/0033-295X.108.4.814
https://doi.org/10.1037/0033-295X.108.4.814
https://doi.org/10.1023/A:1006261412704
https://doi.org/10.1023/A:1006261412704
https://doi.org/10.1023/A:1025563624696
https://doi.org/10.1023/A:1025563624696
http://refhub.elsevier.com/S0160-791X(20)31269-0/sref46
http://refhub.elsevier.com/S0160-791X(20)31269-0/sref46
https://doi.org/10.1007/s10551-006-9174-6
https://doi.org/10.1177/0018726700537004
https://doi.org/10.1186/1746-4358-1-27
http://refhub.elsevier.com/S0160-791X(20)31269-0/opteCvGnoojFU
http://refhub.elsevier.com/S0160-791X(20)31269-0/opteCvGnoojFU
http://refhub.elsevier.com/S0160-791X(20)31269-0/sref50
http://refhub.elsevier.com/S0160-791X(20)31269-0/sref50
http://refhub.elsevier.com/S0160-791X(20)31269-0/sref51
http://refhub.elsevier.com/S0160-791X(20)31269-0/sref51
http://refhub.elsevier.com/S0160-791X(20)31269-0/sref51
https://doi.org/10.1007/BF02726432
https://doi.org/10.1007/BF02726432
https://doi.org/10.1177/027614678600600103
https://doi.org/10.1177/0276146706290923
https://doi.org/10.1177/0276146706290923
https://doi.org/10.1177/0007650302041001006
https://doi.org/10.1007/s10551-014-2245-1
https://doi.org/10.1023/A:1017900615637
https://doi.org/10.1023/A:1017900615637
http://refhub.elsevier.com/S0160-791X(20)31269-0/sref58
http://refhub.elsevier.com/S0160-791X(20)31269-0/sref58
http://refhub.elsevier.com/S0160-791X(20)31269-0/sref59
http://refhub.elsevier.com/S0160-791X(20)31269-0/sref59
http://refhub.elsevier.com/S0160-791X(20)31269-0/sref60
http://refhub.elsevier.com/S0160-791X(20)31269-0/sref60
http://refhub.elsevier.com/S0160-791X(20)31269-0/sref61
http://refhub.elsevier.com/S0160-791X(20)31269-0/sref62
http://refhub.elsevier.com/S0160-791X(20)31269-0/sref62
http://refhub.elsevier.com/S0160-791X(20)31269-0/sref63
http://refhub.elsevier.com/S0160-791X(20)31269-0/sref64
http://refhub.elsevier.com/S0160-791X(20)31269-0/sref64
http://refhub.elsevier.com/S0160-791X(20)31269-0/sref65
http://refhub.elsevier.com/S0160-791X(20)31269-0/sref65
http://refhub.elsevier.com/S0160-791X(20)31269-0/sref66
http://refhub.elsevier.com/S0160-791X(20)31269-0/sref67
http://refhub.elsevier.com/S0160-791X(20)31269-0/sref68
https://doi.org/10.1111/j.1467-8594.2007.00306.x
http://refhub.elsevier.com/S0160-791X(20)31269-0/sref70
http://refhub.elsevier.com/S0160-791X(20)31269-0/sref70
https://doi.org/10.1007/s10551-014-2065-3
https://doi.org/10.1093/0198287976.003.0019
https://doi.org/10.1108/S0733-558X(2011)0000032008
https://doi.org/10.1108/S0733-558X(2011)0000032008
http://refhub.elsevier.com/S0160-791X(20)31269-0/sref74
http://refhub.elsevier.com/S0160-791X(20)31269-0/sref74
http://refhub.elsevier.com/S0160-791X(20)31269-0/sref75
https://doi.org/10.1007/978-3-662-48847-8_4
https://doi.org/10.1007/978-3-662-48847-8_4
http://refhub.elsevier.com/S0160-791X(20)31269-0/sref77
http://refhub.elsevier.com/S0160-791X(20)31269-0/sref77
http://refhub.elsevier.com/S0160-791X(20)31269-0/sref77
https://doi.org/10.1109/MIS.2006.77
http://refhub.elsevier.com/S0160-791X(20)31269-0/sref79
http://refhub.elsevier.com/S0160-791X(20)31269-0/sref80
http://refhub.elsevier.com/S0160-791X(20)31269-0/sref80
http://refhub.elsevier.com/S0160-791X(20)31269-0/sref80
https://doi.org/10.1007/s11229-014-0483-5
http://refhub.elsevier.com/S0160-791X(20)31269-0/sref82
http://refhub.elsevier.com/S0160-791X(20)31269-0/sref82
http://refhub.elsevier.com/S0160-791X(20)31269-0/sref83
http://refhub.elsevier.com/S0160-791X(20)31269-0/sref83
http://refhub.elsevier.com/S0160-791X(20)31269-0/sref84
http://refhub.elsevier.com/S0160-791X(20)31269-0/sref84
https://doi.org/10.1109/ETHICS.2014.6893396
https://doi.org/10.1109/ETHICS.2014.6893396
https://doi.org/10.1007/s11023-011-9229-z
http://refhub.elsevier.com/S0160-791X(20)31269-0/sref87
http://refhub.elsevier.com/S0160-791X(20)31269-0/sref87
https://doi.org/10.1111/j.1933-1592.2011.00554.x
https://doi.org/10.1111/j.1933-1592.2011.00554.x
https://doi.org/10.1007/978-3-642-31674-6_29
https://doi.org/10.1007/978-3-642-31674-6_29
https://doi.org/10.1080/21507740.2014.939381
http://refhub.elsevier.com/S0160-791X(20)31269-0/sref91
http://refhub.elsevier.com/S0160-791X(20)31269-0/sref91
http://refhub.elsevier.com/S0160-791X(20)31269-0/sref92
http://refhub.elsevier.com/S0160-791X(20)31269-0/sref92
http://refhub.elsevier.com/S0160-791X(20)31269-0/sref93
http://refhub.elsevier.com/S0160-791X(20)31269-0/sref93
http://refhub.elsevier.com/S0160-791X(20)31269-0/sref94
http://refhub.elsevier.com/S0160-791X(20)31269-0/sref94
https://doi.org/10.21552/delphi/2019/1/6

	Developing a roadmap for the moral programming of smart technology
	1 Introduction
	2 Moral problems
	2.1 A moral judgement

	3 Moral authority
	3.1 Low-stake settings
	3.2 High-stake settings
	3.3 Towards a moral intensity dashboard for engineers
	3.3.1 EDM-theory
	3.3.2 Six dimensions in moral intensity


	4 Moral theory
	4.1 Universalism, absolutism and relativism
	4.2 Human versus machine
	4.2.1 Humans and normative ethics
	4.2.2 Smart technology and normative ethics

	4.3 How do we choose which approach in normative ethics should prevail?
	4.3.1 Meta-ethical programming
	4.3.2 A comparative approach
	4.3.3 The expected moral value approach
	4.3.4 Flaws and future discussion


	5 Solutions: towards a roadmap
	6 Implications and conclusion
	Author statement
	Appendix A Supplementary data
	References


